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3/16The term machine learning
refers to the automated
detection of meaningful
patterns in data 
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What learning is
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When do we need Machine Learning?

•Tasks Performed by Humans: Learn from experience

•Tasks beyond human capacities
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Data Mining

Knowledge

CLEANING

Processed Dataset

CODING

Initial Dataset

LEARNING

Models

INTERPRETATION & EVALUATION

Dataset

SELECTION

Data
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Data Mining

KnowledgeLEARNING

Models

INTERPRETATION & EVALUATION

Outlook Temp. Humidity Wind Play

Sunny Hot High Weak No

Sunny Hot High Strong No

Overcast Hot High Weak Yes

Rain Mild High Weak Yes

Rain Cool Normal Weak Yes

Rain Cool Normal Strong No

Overcast Cool Normal Strong Yes

Sunny Mild High Weak No

Sunny Cool Normal Weak Yes

Rain Mild Normal Weak Yes

Sunny Mild Normal Strong Yes

Overcast Mild High Strong Yes

Overcast Hot Normal Weak Yes

Rain Mild High Strong No
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Taxonomy

Machine 
learning

Supervised
Clasification

Regresion

Non 
supervised Clustering

Learn a function mapping inputs to outputs using labeled training data (you get
instances/examples with both inputs and ground truth output) 

Learn something about just data without any labels (harder!), for
example clustering instances that are “similar” 
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Supervised 
ML

• Inpu tdata
• Input to the function(features/attributes of data)

• The function or model you choose
• The optimization algorithm you use to explore space of 

functions 
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Which one is the 
best solution?

• ℎ∗ = 𝑎𝑟𝑔𝑚𝑎𝑥 "∈$ 𝑃 ℎ 𝐷𝑎𝑡𝑎
• Select the simplest solution 

(Ockham principle)
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Different paradigms
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Decision Trees

• Each internal node is a test on one
attribute

• Each leaf node: Prediction
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Do we play tennis ?
¢The prediction is :

n{Outlook:Sunny, Temperature: Hot, Humidity: High, Wind: Strong}

Outlook

Humidity Wind

Yes

Yes

YesNo No

Sunny Overcast Rain

High Normal Strong Weak
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K-NN

¢Maybe the simplest method
¢Instance based learning

Require 3 inputs
1. Training set
2. A distance
3. k, the number of neighbors

Unknown record
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K-NN

X X X

(a) 1-nearest neighbor (b) 2-nearest neighbor (c) 3-nearest neighbor
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Support Vector Machines
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Support Vector Machines

Φ:  x→ φ(x)
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Support Vector Machines
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Support Vector Machines
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Characteristics spaceOriginal
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Support Vector Machines
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Support Vector Machines

x1

x2

𝒘 " 𝒙 + 𝑏 ≤ −1

𝒘 " 𝒙 + 𝑏 ≥ 1

𝒘 "
𝒙 +

𝑏=0𝑔 𝒙 = 𝒘𝒙 + 𝑏 = 5
&∈+,

𝛼&𝑦&𝒙𝒊𝒙 + 𝑏
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Support Vector Machines

¢Polynomial (degree 𝑑)
𝐾 𝒙, 𝒚 = 𝒙𝒚 + 1 !

¢Radial (width 𝜎)
𝐾 𝒙, 𝒚 = 𝑒" 𝒙"𝒚 -/('(-)

¢Sigmoidal (parameters 𝜅 and 𝜃)
𝐾 𝒙, 𝒚 = tanh(𝜅𝒙𝒚 + 𝜃)



Polynomial kernel

degree 1 degree 6



Radial Kernel

Radial 𝜎 = 1e-5 Radial 𝜎 = 0.1 Radial 𝜎 = 2

𝜎 low, linear SVM . 𝜎 high, overfitting



Neurons



Artificial Neuron

Σ f(n){
W

W

W

W

Outputs

Activation 

Function

I
N
P
U
T
S

W=Weight

Neuron



Neural 
networks



Perceptron

• Linear treshold unit (LTU)

S

x1

x2

xn

...

w1

w2

wn

w0

x0=1

S wi xi

1 if S wi xi >0
o(xi)= -1 otherwise

o

{

n

i=0

i=0

n



wi = wi + Dwi

Dwi = h (t - o) xi

h learning rate

• If the output is incorrect (t¹o) the weights wi
are changed such that the output of the 
perceptron for the new weights is closer to t.
• The algorithm converges to the correct
classification

• if the training data is linearly separable
• and h is sufficiently small 

Perceptron 
Learning 

Rule
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Decision Surface of a Perceptron

+

+
+

+ -

-

-

-
x1

x2

+

+-

-

x1

x2

• Perceptron is able to represent some useful functions
• AND(x1,x2) choose weights w0=-1.5, w1=1, w2=1
• But functions that are not linearly separable (e.g. XOR) 

are not representable

Linearly separable Non-Linearly separable
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Output Values

Output Layer

Adjustable
Weights

Input Layer

Multi layer netwoks

Input values



NN for Machine Learning

1. Given training data: 3. Define goal:

33

2. Choose:
– Decision function

– Loss function

4. Train



Multi layer networks
• Transforms neuron’s input into output.
• Features of activation functions:
• A squashing effect is required
• Prevents accelerating growth of activation levels through 

the network.
• Simple and easy to calculate

34
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The hard-limiting threshold function
– Corresponds to the biological paradigm

• either fires or not

Sigmoid functions ('S'-shaped curves)

– The logistic function

– The hyperbolic tangent (symmetrical)
Backpropagation

f(x) = 
1

1 + e -ax

Multi layer networks

- Can theoretically perform “any” input-output mapping;
- Can learn to solve linearly inseparable problems.

Gradient descent
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Backpropagation Algorithm

• Initialize each wi to some small random value
• Until the termination condition is met, Do
• For each training example <(x1,…xn),y>  Do

• Input the instance (x1,…,xn) to the network and compute the network outputs ok

• For each output unit k

• dk=ok(1-ok)(tk-ok)
• For each hidden unit h

• dh=oh(1-oh) Sk wh,k dk
• For each network weight w,j Do
• wi,j=wi,j+Dwi,j where

Dwi,j= h dj xi,j



Neural Network Architectures

Even for a basic Neural Network, there are many design decisions to make:
1. # of hidden layers (depth)
2. # of units per hidden layer (width)
3. Type of activation function (nonlinearity)
4. How to update the weight

𝑔(𝑥) = 9 1 if 𝒘𝒙>0
−1 otherwise
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𝑔 𝑥 = !
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Gradient descent
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Structure
Types of

Decision Regions
Exclusive-OR

Problem
Classes with

Meshed regions
Most General

Region Shapes

Single-Layer

Two-Layer

Three-Layer

Half Plane
Bounded By
Hyperplane

Convex Open
Or

Closed Regions

Arbitrary
(Complexity

Limited by No.
of Nodes)

A

AB

B

A

AB

B

A

AB

B

B
A

B
A

B
A

Which surfaces can we learn?
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Expressive Capabilities of ANN

• With one hidden layer, it is possible to represent any
boolean function or any continuous function

• With two hidden layers, it is possible to represent non 
continuous functions

• More complex problems… Deep learning





43/16 Overfitting!!!

• With sufficient nodes can classify any 
training set exactly
• May have poor generalisation ability.



Evaluation

• How do the models generalize??



Training/test

• 1  data split
• Tipically 80% for training. 20% 

for testing
• OK if we have enough dat
• Otherwise, be careful with bias



Bootstrap



Cross 
validation



Meta 
Validation

D

Learning Validation Test

• What to do if h functions require any
parameter?
• We test several parameters and select the

best
• How?



Prediction

CP CN

Truth

CP TP: True 
positive

FN: False 
negative

CN FP: False 
positive

TN: True 
negative

Evaluating Model Performance

[ 298 ]

A closer look at confusion matrices
A confusion matrix is a table that categorizes predictions according to whether 
they match the actual value in the data. One of the table's dimensions indicates the 
possible categories of predicted values while the other dimension indicates the same 
for actual values. Although, we have only seen 2 x 2 confusion matrices so far, a 
matrix can be created for a model predicting any number of classes. The following 
figure depicts the familiar confusion matrix for two-class binary model as well as the 
3 x 3 confusion matrix for a three-class model.

When the predicted value is the same as the actual value, this is a correct 
classification. Correct predictions fall on the diagonal in the confusion matrix 
(denoted by O). The off-diagonal matrix cells (denoted by X) indicate the cases where 
the predicted value differs from the actual value. These are incorrect predictions. 
Performance measures for classification models are based on the counts of 
predictions falling on and off the diagonal in these tables:

The most common performance measures consider the model's ability to discern one 
class versus all others. The class of interest is known as the positive class, while all 
others are known as negative.

The use of the terminology positive and negative is not intended 
to imply any value judgment (that is, good versus bad), nor does 
it necessarily suggest that the outcome is present or absent (that 
is, birth defect versus none). The choice of the positive outcome 
can even be arbitrary, as in cases where a model is predicting 
categories such as sunny versus rainy, or dog versus cat.

Binary problem Multicategory problem

Evaluation

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝐴 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

𝑃𝑟𝑒𝑐𝑖𝑠𝑖ó𝑛 = 𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
𝐶𝑜𝑏𝑒𝑟𝑡𝑢𝑟𝑎 = 𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑅 =

𝑇𝑃
𝑇𝑃 + 𝐹𝑁

𝐹 =
2 ∗ 𝑃 ∗ 𝑅
𝑃 + 𝑅 =

2 ∗ 𝑇𝑃
2 ∗ 𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁



Evaluation

Evaluating Model Performance

[ 312 ]

The prediction object for the SMS classifier uses the classifier's estimated spam 
probabilities (prob_spam), and the actual class labels (actual_type). These are 
combined using the prediction() function in the following lines:

> library(ROCR)

> pred <- prediction(predictions = sms_results$prob_spam,

                     labels = sms_results$actual_type)

ROCR provides a performance() function for computing measures of performance 
on prediction objects such as pred, which was used in previous code example. The 
resulting performance object can be visualized using the R plot() function. Given 
these three functions, a large variety of depictions can be created.

ROC curves
The ROC curve (Receiver Operating Characteristic) is commonly used to examine 
the tradeoff between the detection of true positives, while avoiding the false positives. 
As you might suspect from the name, ROC curves were developed by engineers in the 
field of communications around the time of World War II; receivers of radar and radio 
signals needed a method to discriminate between true signals and false alarms. The 
same technique is useful today for visualizing the efficacy of machine learning models.

The characteristics of a typical ROC diagram are depicted in the following plot. 
Curves are defined on a plot with the proportion of true positives on the vertical axis, 
and the proportion of false positives on the horizontal axis. Because these values 
are equivalent to sensitivity and (1 – specificity), respectively, the diagram is also 
known as a sensitivity/specificity plot:
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Applications
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Automatic 
image 
labelling
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Object recognition
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Image reconstruction
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Style 
transfer
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Medical Diagnosis

• Treatment recomendation
• Recognition of cancerous cells
• Identification of features 
related to a disease
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